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Preface

The field of chemometrics is the application of multivariate data analysis (MVA) methodology to solve chemistry-based problems, and it has developed into a mature scientific discipline since its start in the early 80’s. Although there are numerous applications in daily use in many industries, the knowledge and use of methods are not so widespread. While the academic MVA research toolbox is well established and ever increasing, its industrial counterpart has slowly gained momentum, particularly over the last decade. This could be due to many reasons, such as the advancement of industrial data management solutions, the semi-continuous financial crises that drive industry to smarter manufacturing paradigms and intelligent data mining to reduce costs and waste. Whatever the reasons, it is clear that chemometrics and multivariate analysis have a big role to play in connecting the dots between research and the new industrial paradigm with advanced and more robust sensors, agile manufacturing processes and extensive product quality control. The necessity of proper procedures for collecting and analysing data has become even more important as everyone is into “Big Data” these days; however, a better term might be “Smart Data”. Welcome to the multivariate world!

This book aims at conveying a universal philosophy within the field of multivariate data analysis. The authors believe that all processes or systems are multivariate in nature until proven otherwise, and therefore must be analysed, modelled and understood as such. The topic of proper data quality is emphasised. There are two important aspects in any field that requires experimentation—the ability to understand the outputs of the experiment and the ability to put this newfound knowledge into use, for business gain or deeper scientific understanding. Whether the experiment involves measurements generated by scientific instruments, sensory data, manufacturing process data or psychometric variables, the two main questions to be answered of data analysis are: can the process/experiment be understood and how can this data be turned into useful information? This book will, first, arm the reader with the multivariate tools available to understand the data they generate and develop valid and robust models from such data and, second, show how these models can be applied in real-world situations. Chapter one, Introduction, elaborates on the above themes in full depth. In particular, the data analysis scope presented in this book a.o. is also a warning against too trigger-happy machine learning forays—the data analyst must be in charge.

The revision of this book includes an extended chapter on validation. Over the years, it has become clear that validation as a concept is not presented explicitly in most educational institutions. One reason might be that it does not belong in a specific science subject and therefore “falls between many stools”. The same can also be said about the principles of Design of Experiments (DoE), although its usage should be mandatory for anyone performing trials or observing processes. DoE is an important tool for understanding causality in a system and for confirming/rejecting test hypotheses. In combination with multivariate analysis, the symbiosis of DoE
and MVA gives the best of both worlds. It is also a fundamental basis for chemometrics that the owner of the data should also analyse them, with subject matter and domain specific background knowledge in mind.

The basic topics in the 5th edition have all been extended significantly, making the book thoroughly revised, updated and modernised, a.o. with a comprehensive chapter on basic statistics, a long-needed fundamental chapter on sampling which allows a new holistic view on both data quality and on the concept of “replication”. Finally, the book now contains a tour de force introduction to Process Analytical Technology (PAT) and Quality by Design (QbD) implementation. Although PAT has a strong connection to the pharmaceutical industry, the principles apply with equal force to many other application areas in technology and industry.

While the multivariate methods lend themselves to empirical analysis of data sampled from science, technology and nature, i.e. any system with multiple underlying structures, there is nothing that prevents the use of first principle models in combination with actual observations.

CAMO Software’s philosophy is not to describe all methods in the world into its Unscrambler® platform, but to provide methods that are versatile and suited for any kind of data, regardless of their size and properties. The authors and CAMO believe that the focus should be on graphical presentation of results and their interpretation rather than tables with p-values. This is related to the distinction between significance and relevance. With a high number of objects any test for significance between two groups or correlation between two variables will be statistically significant. Thus, a table of p-values does not necessarily show if a model is suitable for predicting selected properties such as product quality at the individual level.

When this is said and done, it is realised that summarising the important findings from a project or study is often efficiently done with bullet points or univariate statistics. Our message is that the multivariate methods provide the fastest insight into complex data to arrive at the correct conclusions and to avoid “searching for correlations”. The situation is that even after 40 years of multivariate methods and particularly multivariate calibration, it is not known to the majority of people that selectivity is not needed to predict quality of a product or classify/identify samples such as raw materials.

Being a data analyst is about practicing the methods and software on your own data.

We wish you all the best, and may your models be with you!

Prior to this edition of the book, previous editions included exercises with detailed description of how to operate The Unscrambler® software package. In this edition, however, the focus is on the analytical methods, their interpretation and finally, a topic that is not well covered to date, implementation of models including their proper use. For more details, see www.camo.com or videos on YouTube.

The 6th edition of this textbook/software education package represents a fundamentally updated, revised, extended and augmented new product. The present textbook is a result of an inspiring and pleasant joint effort of the two main authors in every aspect involved: didactic concept and design, revising trusted old chapter cores, de novo writing of ~50% new material, production of new illustrations and editorial subject-matter proofing. The final result owes a great debt of gratitude to two external reviewers with extensive didactic chemometric experience. We
express our most sincere gratitude for their comprehensive treatment of the first draft manuscript with well-reflected suggestions for an optimised learning “flow” as well as sharp insights concerning critical presentation details.

This book is now in its 6th edition (2017), being released on the basis of a total of 33,000 earlier copies; there is also a Russian language version (abbreviated contents). For the first author, it has been an immense privilege to serve the chemometric community, and indeed beyond, with this book since 1994 (1st Edition). The present 6th edition is—finally—one with which to be truly satisfied. A profound thank you goes to Brad for stepping in with gusto!

Kim H. Esbensen, Brad Swarbrick (authors—with a mission)
Frank Westad (contributing author, CAMO CSO)
Copenhagen, Sydney, Oslo, 1 August 2017